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Abstract —  With rapid advances in Information
Technology. the normal way for people to obtain
information has changed. However, the current available
search engines, like Google, cannot tell whether & newly
posted article contains fresh content or not, as compared
o all the previous posted articles. Thus, people may
Sometimes waste time reading articles which are about old
or have known information. The solution to this problem is
Novelty mining: it is a new and exciting area of computer
science research that tries to solve the crisis of information
overload by combining techniques from data mining, text
mining, natural language processing, information
retrieval, and knowledge management.. In this paper, we
have illustrated the various steps involved in the miming of
the dataset. The objective of this research was to find an
optimal way to scan through large databases and detecting
relevant information efficiently. The results show that
proposed novelty mining framework can detect novelty on
a set of news articles with very high accuracy.

Key words — Novelty Mining; Database optimization;
Preprocessing; Information retrieval; Indexing

1. INTRODUCTION

In today’s information age, it is casy to store large amounts
of data. However, although the amount of data available to us
is continuously growing, our ability to gather this information
and use it remains constant. Imagine the time savings if we are
only presented with novel information to read, while the old or
redundant information is filtered out. Thus, novelty mining [1]
helps to extract novel information out of a huge set of text
documents. The term novelty (derived from Latin word Novug
for "new") is the quality of being new, or following from that,

of being striking, original or unusual. In novelty mining, users

are able to send different documents to be tested for it

A novelty mining system [2] is able to discover

novel, vet relevant information based op context and reader’s
preference. It is helpful in personal newsfeeds, informati o
filtering, as well ag many other fields where duplicate

+ Saxena Jatin Rijhwant Sanya Malhotr,

Ohim.nt;-

) )R 7 yahoo.com

information may be rcl}nrncd to the users. |n ge
mining  system  CONSIsts of three maip

preprocessing. classillwalmn and novelty min;
documents are input into the system for prepr
models will be built by using varioys Machin, "
algorithms.  Then, the system - will determip, ’“
documents for a given topic and filter oyt g, o
documents in the classification stage. Finau)-_ h&-'
historical articles, the system will determine Wht‘thcr"a,\:"_'_ .
article is novel or not. The contributions of thig ny. = ™
twofold. Firstly, to design and develop the i
techniques for SQL SERVER 2005 database i e:: ;
relevant information, which has not been well-studieg &
and secondly, to study the novelty Mining syste 4.
involves pre- processing as its first phase folloey
classification and novelty mining techniques to derey +..
data from a dataset. This paper spans across the three 1
emerging research areas of databases that inclyge datin
indexing and information retrieval by query processing ~
processing of dataset and knowledge managemen;,
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This paper is organized as follows. In the first section
introduction about the motivations for the reseanh =
development of novelty mining system is presented. b =
second section literature review of various optimizatien
novelty mining systems is described. The third <
comprises of the framework that we have proposed fr -
entire Novelty Mining system. In sections four details abot >
dataset used i.e. Reuters 21578 is explained. In section fi¢
SIX the experiments conducted and subsequent perfom=
evaluation is shown, Finally, at the end of this P~ "
conclude and give suggestions for future work in this fel

IL. RELATED WORK .
The major contribution in the field of optimi®™”
novelty mining is by Flors S, Tsai, Other authors "
contributed jp this area. In [1], authors have exP_Un‘ﬁDe
'Mportance of novelty mining and database opﬂzﬂ b
technique on a dataset of bysiness blogs, with 2 © "y
accuracy. Previgys rescarch on  novelty d-cmasfl
stressed on the task of finding novel material, 8" ' »

. <1 ':‘d l’%fl
documents on a certain topic, Authors in [2] studt
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finding the relevant sentences from !hc'dmmg. md m
identifying the novel sentences from the collection of vt
ones. The research here shows that the formes “ep ‘o
be more difficult part of the task In 3], authors have wralyeed
web logs posts for various estepories of cyher secitity Breate
related 1o detection of cvher aftacks, cvbet crime and tore m;m
They have used Latemt Semgmic

. ; models such ac | atene
Semantic Analysis (LSA) and Probsbilictic 1 QA 10 derect

keywords from cyber security web logs 1 8A aleo discwrssed
in another papet [6] In another work (8] athore have
proposed experimental rexults on APWST dwa st They have
shown that  Document 1o Semtence(DIS)  framework
outperforms standard (documem Jevel) nevehy detection n
terme of redundancy-precision (RP) and  recmdancy-recall
(RR) However they have sugpeded thy 1128 shows & strong
capability to detect redundant information Alse. in (8] authors
mm to explore the performince of redundancy and novelty
mmning 0 the busingss domain They have adopted the mived
metne approach which combines symmetric and asymmetric
metries

Different rescarchers have contributed in the area of
database optimisation, but erther they have focused on B- Trees
o wdexmg techmques by LSA method. None has given
atiention to pre processing and optimisation using indexes In
our paper, we have proposed a framework which converts
unstructured data of news articles 10 a structured form (lables)
and there afier mdexing 1s performed and performance
comparnison 1 observed. This will also form basis for our future
work of novelty mining, keeping in mind the constraints and
chalienges i natural text.

1. PROPOSED FRAMIWORK

The framework of Novelty Mining system 1s shown in
figure | 1t s divided into four phases:-i. Pre-processing

it. Dawsbase Opumuzation . Novelty Mimng v
Information Retrieval. The detailed explanation of these phases
15 g@iven below.
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Fig. 1. Proposed Framowork
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A PRE. pROC EER NG

There are various pre-procesding techniques that infer or
extract structured representations from raw unstroctured data
sonrces There are different operations under pre processing
ke ttop word removal and word stemming. Stop Word
Rentoval aime ta remove sop words like ‘is’. ‘an’. “the' ste
Word Stemming s the process of reducing inflected (or
sometimes devived) words o their atem, hasic root form-
wenerally a written word foem E g running- > run. Drinks- -
drink, Mangnes. - mango

Py A cnrrrese Hisin For WorD STEMMING

We have need o modified Torm of Porter Stemmer
Algorithm [10]  The Porter atemming algorithm (or  Porter
stemmer’) (8 a process for performing stemming 1 e reducing
the word to ity root form. It 1w mamly used a5 a part of term
pre-processing,  that w wsunlly  done  when  etting  up
Information Retrieval systems. The algorithm stems the data
using a set of mles There are 60 rules in 6 steps of porter
stemmer algorithm. These steps are:

I Removes plurals of the words,

2. Turns terminal ¥ to 1 when there s another vowel m

the stem.

Y Maps double suffixes to single ones, og- lzation” |

‘ational’ ete

4 Deals with suffixes full, nests ote

S, Takes oft ant, -ence ete.

6. Removes a final e
In our modified porter stemmer algonthm, we remove stop
words ke “19', "an’, 'the’ ete along with above sulfix removal.
We have used java as a programming language (or
implementing our algorithm, The benefit of mplementing
porter stemmer is W enhance search process in the large pool o
data and moreover o increase the oificiency of the snbire
system.

B. DATABASE OPTIMIZATION

Database optimization is a technigue 10 improve the query
performance with indexing and watstics. It can be defined as
the optimization of resources used to increase throughput and
minimize contention, enabling the largest possible CPU
workload to be processed. In our paper we have used indexing
1o optimize the dataset.

There are two types of indexes that have been built on the
data namely clustered index and non clustered index. The two
types of indexes are as explained below:

1) NOMN-CLUSTERED INDEX

I'be data 15 present o random order | 12], but the index
specifies the logical orderng, The index keys are in sorted
order, with the pointer w the record contained o the leaves of
the uee. There can be more than une noo-clustered index on &
database table. Non-Clustered indeass have structures that are
different from the data rows. A non clustered index key value o
points 1o data rows that contiin the key value. This is called as
row locator. Its structure is determined on the basis of the type
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of storage of the data Pages. A heap table [11] by definition is a
table that docsn't have any clustered mdexes,

Ancther case arises when no index is defined for a table at
In that case the address of the firet 1AM page of the heap
table stself is stored in the sysindexes table with mdid - 0 as
shown 1n figure 3 Ko, the full form of 1AM & a Nl
misleading. i would be better cafled s SAM  (Srorage
Allocation Map o Space Allocstion Map)

all.

VCLUSTRRED MY
('ht_«tt-ring mndifice the datn Blnck
Specific order 1o mateh the dey Theref
mdex can he cremted on g given dm
mdices  presthy incremee the overall
usually only if the dutn 1 neerased
reverse order of the clusterad e
Fewer dats block rends nre required as the physical records
tm:tnihrsmmhwmdh._uhrnmsrm-itcmmtbemmr
= immedtehy before o pfier the last one. and w0 on Some
dutabaxes. sepurate the dutu

and index blocks into separate files,
athers put twa completely different data blocks within the same

physical fils(n) Ap object 11 created where the physical order
nfmwmatlmnammahcmdnwdunfthcm-sandm
hottom (lead) level of Clustered mdex comams the actual data

12] mtc & cersam
ore. only one chrstered
shuse table  ( Tuetered
speed of retrreval. hat
segueritiaily m the samve o

C Novety Minmg

personal newsteeds, informatic
other ficids where duphcate
the users

refer one row &t & time.

Two Cursors have
foliowing purposes:

(1) For removing rndundaucyfduplicily.

(2) For Implementing search in the lemporary tables.
Cursor is & server side 1o0) Itis giving row-wise solution 1o
the result ser

D INFORMATION RETRIEVAL
Retnieval of iormation s also an miegral pant while
designing & SYSWCIN, 80 as 0 provide the user relevam
information according 1o th

€ query input by him. If 1he results
Obtained are relevant and correct, then the system developed is
said 0 be efficient The various sleps for rewieval of
information from the structured tables are as iollows.

1) User inputs the fequest through guery.
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(2) Search ix carried owt in fe
pattern matching,

(Y Transfer
tahle

T
mporary tahleg ‘}m&,
of contral from temporary tahley o, the
) the

»

Output generated from the main tahle

IV DATASET

A RPUTERS 21578

We have used Reuters 21578 dataset 191 m our work
documents in the Reuters-21373 collection Wpearnd
Reuters newswire in 1987 We have used 2 suhoer 0
complete dataset for onr study The dataser i divided
categories  namely companies, exchanges, L P
people. exchanges and topics )

B Toor Usen

The database software that we have used 5 MICROg,
SOL SERVER 2005 Microsoft SOT Server 2005 15 4 retpo
database management system developed by Microsof ir',"'
Server 2005 (formerly codenamed "Yukon") wag el
October 2005, it included native
data. m addition to relational data,

support for managng 1y

V. EXPERIMENTS CoNpterten

The various phases under the project such
s¢ optimization and
under. Performance eval
project. We have cvaluated our work
efficiency of our work. But before discuss;
of exccution, we first give an
then its relevant efficiency,

48 pre processine
novelty mining were carnied out
uation s a ey HED 0 cxamming
and  calculated the
ng the vanous saes
overview of the work fone

Step 11 Creation of tables

BBt

Figure 2: Creation of wbles )
The above tigure shows the query exccuted 1o creale the @0«
in SQL Server for converung unstructured raw dais -
stuctured wbular form. The different altributes for the =
are chosen keeping in ming the varnous categories present -

the aclual datgser

Step 2: Insertion of dats intw the wbles

Page”
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e The significance of using such indexes has already been
[ S e e B - disenssed

I T R QRN

Step 4: Applying queries on the dataset for comparison

The various exeention plans for different queries are given ina
tabular form for easy understanding and comparison. The
numerical values depicted in the table are in the form of CPU
cycles required to perform the task, As can be noticed from
tahle |, the execution times in case of “clustered imdex seek”
are lowest. The query execution i optimum in this case. Also
the values for “index seek™ and “lable scan” are similar, this is

g o due to the fact that in hoth the cases the indexes are not used.

Figure 3 Insert query

- . Step 5. Converting paragraph ( or document j level o sentence
T'he above figure shows the query which is executed to enter '

; : ; level
the data into the tables. The various attributes are assigned
vales accordingly. = E
e e e L RSN T . - W | Bl i
P S | i o wis
AT Wik s " i {1 ioe
i

Figure 6: Sentence level fragmentation of data

Figure 4 : Table contents _ ) . . .
The above figure shows the content of the table. Thisisonlya  The output depicted above in the figure 6 is obtained after
portion of the complete database. The table consists of 255 executing the first code which is written to convert the

records i ini ifferent ¢ ics ‘ ‘¢ level, This step is carried out
ds in all pertaining to different categories. paragraph level data to sentence !
' > ¢ in order to apply novelty mining technigues on the dataset at
Step 3: Creation of indexes the sentence level rather than document level. The z_xbove
Follu\.\;ing figure 2 is the list of indexes that we have created on output is of a temporary table which has only two attributes
out database:- namely title and the text.
‘ = Step 6: Applying Novelty Mining on the dataset.
‘1:1l Pm‘m;ﬁ ' {n the next step the application of novelty mining technique 18
i e s desontivn ndex_keye . i
o :;k :,,“d Joedled b PRIMART lopee dale s

1| cletinds_di

s riedst_compaarnics
i3 ncist_exchanges
L4 st g

5

G

/

nuncliusteed localed o FRIMARY  compalwes
punshmtsied locded oh PRIMARY  esadaniges
noscumaed located o PRIMART - iy
st _peuple [ .dunuai}umw o PRIMARY  people

: punchsteied lucated o FHIMAHY  jlaces

niclel_jHacen v e : : i — 8
riclet lopc nionciustensd foatud G FRIMAK o ; E . : :_.-:-:.

Figure 5: list of indexes on the table

e vrnade i ; R B
As it can be seen from the ubove hlguru(,jwu h:';\;,' lll::t&:: : carried out. In this step tt:f brcdu:}dunlnl.‘y- m; dl}:. diﬂt;:i i
: : : faset (i), 00 80 data if present is removed by using the t
1lel‘ Uf(:' midcwbhi(r: ;;lllr"iﬁ others are non clustered index. if pre
clustered index while

Page 47
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form of cursors. Each sentenee in
the pool of existing o
redundant dagg i8¢

the dataset is compared 1o
ata already prosent in the data and thus
mmitted and never udded to this temporary
+ The purpose of removing redundancy iy (o incrense the

effectivencyy of search queries ny (he datu needs not Lo be
checked in redundant

4 data again ang aguin, ns this consumes
lime and thereby degrading performance,

Step 7 Appl

Ying a search query on the datasel prior (o
conversion of

document o senlence,

el T T

L =
= b e e

bW
L T
Wi saer
bl
—

B rlay | b L LT Ty AN RN g
! 0 N v [ A
By,

i~ |
Vol ey |

Step 8: Casting the XML data to NVARCHAR.
The figure 8 illustrates the casting of XML
NVARCHAR type data. The purpose of this conversion is to

apply text search or patiern searches to thig attribute, Ag
depicted by the figure a search query

data attribute 1 a

is executed searching for
the presence of phrase ‘COCOA’ in

L R -

F:igm"c 8: Query execution plan
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Figure 9: Detailed execution plan
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Step 9: Application of second ¢
sentence level data,

ode to perform search |

FEER sl LR A8 et i a st
P s,

i Y S o
v

FL g

plan

Figure 10: Query e.scution

The above figure 10 shows the application of the scarch in
XML form data, The highlighted text jn the figure is the quen
which is executed 1o display the relevant data. This method is
also an alternative to the search procedure described in the

i - The difference in this approach is that the
search operation is carried out only on non redundant data,
thereby overall execution time is reduced if the dataset 5
having redundancies present in the text. The execution planl
the query is shown aboye which shows the actual working o

the query and transfer of control amongst the tables to display
relevant data to the user,

Table Scan
Scan rews fiam a table Chntered Indes Sean
A0G 8 s ey on wely ar enfy 1 rmge
Physical Operation Table Scan
Logical Operation Table Scan Pyl iperaion
Extimated 10 Cot 00032035 Lok peran
Extimated CPU ot 0.0000B3) VemeedVOCou
Fatimated CPY ot
Estimated Operator Cost 2.0049584 (9%, [ ———
Estimated Subtree Cout 0.0049584 Ustimated Suctree C o L0
Edtimated Numbe, of Rows G istimated Humber of oy i
Etimated Row Size 296 Euthnated Ko Sie £
Urdered : Falze  Ondernd E7
Node | = % MNodelD
L

Obsect Otgec i

- I ks et
[tempat] (ko] #atene pgy, Sl

Put List bateiet b ane) e (aine e

ltempabl, (dbo} [eTgrap NEW] e "

datme et

Figure 11: Detailed execution plan
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V1 CONCLUSION AND FUTURRE: WORK
The pt\\l:\\@c.\i wuork uses a large dataset of news articlos. An
efficient way to optimize database has been proposed with
indexing technique. The o

ue. xperimental results obtained show
that the work optimizes the database with the

clusterad index soek and as can be noticed is lowest out of all
other attributes. Also the values of Index seek and Table scan
are similar, as both do not consider indexes. With the proposed
work the effectiveness of optimization has been studied
expenimentally, Further investigation to the topic reveals that
novelty mining with database optimization can give good
results,

The results obined from the experiments conduc
thst the execution time in case
as cast search is similar. This is due to the fact that the datasct
does not contain redundancies Moreover the Document to
Sentence conversion is also successfully carried out with the
help of the proposed algorithm.  Thus the proposed
optimization and novelty mining algorithms arc efficient.
Mining of documents for novel information
sccomplished by removi
dam

xecution time in

ted show
of sentence level search as well

is successfully
ng redundancy or duplicity from the

VII. ACKNOWLEDGEMENTS

We ke this opportunity to express our sincere thanks and
deep gratitude to all those who extended their wholehearted co-
operation and have helped us in completing this work
successfully. We express our sincere thanks to Mr. Suyash
Gupta. DBA (HCL Technologies) for his encouragement and
valued suggestions.

VIII. REFERENCES

[1] AT. Kwee, and F. S. Tsai, “Database Optim_ization for
Novelty Mining of business blogs”, Elsevier Expert
Systems with Applications vol. 38, pp. 11040-11047,
2011

[2] J. Allan, C. Wade, and A. Bolivar, “Retrieval and Novelty
Detection at the Sentence Level”, SIGIR’03, ACM 1-
58113-646-3/03/0007., Toronto, Canada, July 28—August
S ing Cyber Security

i and K. L. Chan, “Detecting yber Sec >

4 msa:ancblogs Using Probabilistic Models”,
Springer — Verlag Berlin Heidelberg , LNCS 4430, pp.
S B o) S. Ci “Unsupervised

i . Kan and T.S. ua, i

o Eear(:f::: ’(];{f YScnf't Patterns For Generating Definitions
From gnline News”, ACM 1-58113-844-X/04/0005,
WWW 2004, May 17-22, 2004. -

i, Y. Zhang, “D2S: Document-lo-sentence

B M&wzil for novelty detection”, Received: 18 June

2009/

© BBLITM "July-Dec, 2015", All Rights Reserved

cv-Dec, 2015

Revised: 22 July 2010/ Accepted:

Rev 11 December 20100
Springer-Verla

& London Limited 2010

S. Deerwester, §. T. Dumais, R. Harshman, “Indexing by

latent  semantic analysis™, Journal of the American

Society for Information Science, vol. 41,pp. 39]. 1990

[71 F. S. Tsai and K. L. Chan (2010), “Redundancy and
novelty mining in the business blogosphere™,  The
Learning Organization, vol. 17 [ss: 6, pp. 490 — 499,
Emerald Article.

[8] R. Feldman, The Text Mining Handbook Advanced
Approaches in Analyzing Unstructured Data. Israel James
Sanger ABS Ventures, Waltham, Massachusetts.

[9] The dataset
http://kdd.ics.uci.cdw/databases/reuters2 1 578

[10] Porter-Stemmer algorithm for preprocessing of dataset.

(1] http://msdn.microsoft.com/en-
us/library/an964 | 33(v=SQL.90).aspx

[12] http://en.m.wikipedia.org/wiki/Database index

[6]

source:

Page 49




{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }

