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inerease the capabilities of PID controllers by adding new 

features Sometimes comventional feedback centrollers may 
Abstract 
not perform well online because of the varintion in process 

dynamics due 

environmental conditions and varistion in the character of the 

disturbances. To overcome the mbove problem, this paper deals 

with the designing of a controller for a second order system 

with optimal design of PID control based on particle swarm 

optimization.The mathematical model of experimental system 

had been approximate near the operating point for the PSO 

algorithm to adjust PID parameters for the minimum integral 

square of error (ISE) condition. The results show the 

adjustment of PID parameters converting into the optimal 

point and the good control response base on the optimal values 

by the PSO technique. 

Keywords PIDControl,optimal control.particle swarm 

optimization(PSO) 

Many Artificial Intelligence (A) technieues have been 

employed to improve the controller perforrmance for a wicde 

range of plants while retairing their basic characteristics.

Artificial Intelligence techniques mch as Neural Network, 

Fuzzy Logic have been widely applied to proper tuning of 

PID control paurameters. 
Particle swarm optimization (PSO). first introduced by 

Kennedy and Eberhart, is one of the modern heuristie 

algorithns. It was developed through mulation of 
simpliticd social s ystem, and has been found to be robust in 

olving continuous nonlincar optimization problems. The 

PSO technique can generate a high-quality solution with 

shorter calculation 

nonlinenr actuators changes in 

time and stabie onvergence 

characteristic than other stochastic methods. P$O nethod is 

an excellent optimization methodoiogy and a promising 

approach for solving the optimal PiD controiler parameters. 

Therefore, this study develops the PSO-PID [I,2,3, 121. INTRODUCTION 

During the past decades, great advancement has been made 

n the process control. Numerous control methods such as 

PID Conrol,Adaptive control, neural control, fuzzy control 

and optimal control have been studied. Among them, the 

best known is the proportional-integral-derivative (PID) 

controller, which has been widely used in the industry 

because of its simple structure and robust performance in a 

wide range of operating conditions. Unfortunately, it has 

been quite difficult to tune properly the gains of PID 

Conirollers because many industrial plants are often 

burdened with problems such as high order, time delays, and 

nonlinearities. 

DEVELOPMENT OF MATHEMA FICAL 

MODELLING 

The examined reactor has real background and graphical 

diagram of the CSTR reactor is shown in Figure I. The 

mathematical model of iis reactor comes trom balances 

inside the reactor. Notice that: a jacket surTounding the 

reactor also has feed and exit strcams. The jacket is awsumet 

to be perfectly mixed and at lower temperaure than the 

reactor. Energy pdises through the reactor wails into jacket 

removing the hcal generated by reaction. The conrol 

objecti ve is Lo keep the temperaiure ut the rcacting muxture 

1, constänt ät desired value.The only manipulated variabie 

Is the cowlant temperälure 14,51 Over the years, several heuristic methods have been 

developed for the tuning of PID controllers. The first 

method used the classical tuning rules proposed by Ziegler 

and Nichols. Generally, it is always hard to determin 

Optimal or almost optimal PID parameters with the Ziegler 
Nchols method in many industrial plant.Other than ofiginai 

WOrks done by Ziegler and Nichols, a great number or 

ethods have been proposed to obtain optimal gains of the 

Such as by Cohen and Coon in 1953, Aströom and 

14gglund in 1984 or by Zhuang and Atherton in 1993.1o 
tne optimal parameter tuning, it is highly desirable to 
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-AH (kcal/kmol) Heat of reaction 6000 Fig. 1 Continuously Stirred Tank Rcactor 

ECkcal/kmol) 
pCo (BTU/ 

Activation energy 12189 Following assumptions has been made for CSTR: 

Density#heat capacityy 500 Perfect mixing (product stream valucs are the 
same as the bulk reactor fluid) THK) Feed temperature 

312 

Constant volume 
Calbmol/t) Concentration of feed 

10 
stream Constant parameter values 

Overall heat transfer 
State Variable form of Dy» 

In state variable form cquations can be written as 

A. aic Equations 
coefficient/reactor 1451 

volume 

Tj(K) Coolant Temperature 
300 hC)= = Car -Ca)-r (1) 

IIL PID CONTROLLER 

The PID controller is used to improve the dynamic response 
as well as to reduce or eliminate the steady-state error. The 
Derivative controller adds a finite zero to the open-loop 
plant transfer function and improves the transient response 
The integral controller adds a pole at the origin, thu_ 
increasing system type by one and re�ucing the steady state 
error due to a step function to zero. 

The continuous form of a PID controller, with input e(,) and 
output ()upid , is generally given as: 

UA CAT)de e-G-7)+( Vpc g- T) 
(2) 

The reaction rate per unit volume (Arrhenius expression) is 

(-AE rk,exp)C 

Where it is assumed that the reaction is first-order [5,6,7]. 
a e) = k,«t)+ r)dr+7,oi) 

(4 where kp is the proportional gain, Ti is irtegral time 
constant and Td is the derivative time constant. ve can also 

B. Steady-State Solution 

obtained when steady-state 
= 0 and=0, that is 

The solution is 

dr 
rewrite as 

pat) = k,e(t)+ k, efr)dr + k, e) 
-2 ACaT)= 0 = (Ca- Ca) - k, exp C 

where ki = kp / Ti is the integral gain and kd = kpTd is tne Derivative gain.In simple form, the PID controller transier function is 
- 0- (T,-Tr)+ kp) -T) 

The linear model of the system is obtained as: 
) = k + k a s S (6) -Cask F. A. Ziegler Nichols Tuning 

In 1942, Ziegler and Nichols [91, described sm mathematical 
controllers.Both the techniques make a priori the system model, but do not require the system mouin specifically known. Ziegler-Nichols formulae for specy the controllers are based on the plant step response. 1) Open Loop Response The open-loop method is typical for a with transportation delay. The response is characteThese parameters, L the time-delay and T the timeconstat 

procedures, for tuning the PID 

Ssumption UA 

(3) 
TABLE I. REACTOR PARAMETERS 

Values first-order systel Reactor Parameter Deseription 
Flow rate*reactor 

are found by drawing a tangent to the step response 

FV(hr-1) 
volume of tank 

K.(hr-1) point of inflection and noting its intersections with uo axis and steady-state value. 

Exponential factor 10 time he 
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2) Closed Loop Response 
The closed-loop method targets plant that can be rendered 

unstable under proportional control. The technique is 
designed to result in a closed loop system with 25% 

Vi velocity of particlej at iteration , 
inertia weight factor 

Ch.C2 acceleration constant; 
W 

random number between 0 and 
Xj current position of particle j at iteration t; 
rand ( 

overshoot [8,12). 

PARTICLE SWARM OPTIMIZATION(PSO) pbest phbest of particle j; 
V. 

gbest gbest of the group 
Particle swarm optimization is an extremely simple 
algorithm that soems to be effective for optimizing a wide 
range of functions. It is viewed as a mid-level form ofA-life 

or biologically derived algorithm, occupying the space in 
nature between cvolutionary search, which requires cons, 
and neural proccssing, which occurs on the order of 
milliseconds. Social optimization occurs in the time frame 
of ordinary cxperience in fact, it is ordinary cxperience. In 
addition to its ties with A-life, particle swarm optimization 

The parameter v determined the resolution, or fitness, 
with which regions were searched between the present 
position and the target position. If v,is too high. 

particles might fly past good solutions but if v,is too 
low, particles may not explore sufficiently beyond local 
solutions. 
The constant c and c represent the weighting of the 

stochastic acceleration terms that pull each particle toward 
pbest and gbest. cj and c were often set to be 2.0 according 
to past experience. This because low values allow particle to 
fly far from the target region before being tugged back 
while high values result in abrupt movement toward or past 

target regions. Generally. the inertia weight is set 
according to equation (8) below. Suitable selection of w 

provides a balance between global and local explorations, 
thus requiring less iteration on average to find a sufficiently 

optimal solution. 

with cvolutionary computation. has obvious 

Conceptually, it seems to lie somewhere between genctic 
algorithms and evolutionary programming. It is highly 
dependent on stochastic processes, like evolutionary 

programming 

ties 

PSO is derived from the social-psychological theory, and 
has been found to be robust in complex systems. Each 
particle is treated as a valueless particle in g-dimensional 
search space, and keeps track of its coordinates in the 

problem space associated with the best solution (evaluating 

value) and this value is called pbest. The overall best value 
and its location obtained so far by any particle in the group 

that was tracked by the global version of the particle swarm 

optimizer gbest. The PSO concept consists of changing the 

velocity of each particle toward its pbest and gbest locations 

at each time step. As example, the jth particle is represented 

as x, (X jl, X j2, . . . Xjg) in the g-dimensional space. The 

best previous position of the jth particle is recorded and 

represented as pbest;= (pbestj1, pbest j2 pbest ig. The 

index of best particle among all particles in the group is 

represented by the gbestg. The rate of the position change 

(velocity) for particle j is represented as v, = ( jl, Vj2.. . V 

i. The modified velocity and position of each particle can 

be calculated using the current velocity and distance from 

pbest ig to gbest , as shown in the following formulas: 

m "TL * iter 

tema 
(9) 

Where itermax is the maximum number of iterations or 

generations and iter is the current number of iterations. 
It is a very simple concept, and paradigms can be 
implemented in a few lines of computer code. it requires 

only primitive 
computationally inexpensive in terms of both memory 
requirements and speed. Early testing has found the 

implementation to be effective with several kinds of 

problems[8,9, 10]. 

mathematical operators, and s 

A. Optimal Tuning of PID Controller Using PSO 

C: rand ((pbestg -,)c: "rand ( )"(gbesty", 

(7) 

= t+1 

(8) 

Fig.2 Block diagram of optimal PID controllers with PSO for 

CSTR 
J1,2... n; g=1,2.. m 
Where The control system with a set of optimal PID parameters can 

obtain an excellent response output show in Fig.2.The value number of particles in a group; 
number of members in a particle; 

pointer of iterations(generations), 

n 

m 
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tiuness function detined by optimization algorithm would 
be the minimum. 
Perdormanee characteristic of evaluation function includes 
overshoot, rise time, scttling time and static error time. The 
evahation function as in (9), to compute the evaluation value of cach particle in swarm according to control 
performance. can obtain an excellent response output. 

ITAE = lel }d 
Other performance criteria include evaluation of rise settling-time and peak overshoot. Rise time is the time ta for the response to rise from 0 to 100% for the firet 
Settling time is defined as the time taken by the respone reach and stay within specified error limit. Peak Oversh is the ratio of maximum peak value measured maximum value to the final value [12]. 

im 

The sequence of steps to study the PSO for the CSTR system is given below: 
STEP 1: Specify the lower and upper bounds of Kp,Ki,Kd Initialize randomly the particles of the swarm including swarm size, iteration, acceleration constant, inertia weight factor, the position matrix xj and the velocity matrix V; and 

V. SIMULATION RESULTS 

A. PID Controller 

PID TUNING PARAMETERS USING ZEIGLER. NICHOLAS METHOD 
TABLE II. 

on. 

STEP 2: Calculate the evaluation value of cach particle using the evaluation function given. STEP 3: Compare each particle's new fitness value with its personal best position's fitness value, and update the personal best position pbest. 
STEP 4: Search for the best position among all particles personal best position, and denote the best position as gbest: STEP 5: Update the velocity v;l of each particle according to equation (3), and update the particle position matrix according to equation (4). 
STEP 6: Update control parameter. STEP 7: If the number of iterations reaches the maximum, 

Tuning K, 
Method 

ZNT 9.2675 37.911 -678 

**************.****** . ... . 

**** ** 
*. *--. 

**. ** *rasarsatArs 
*** 

************************** -**** .. 

then stop. The latest gbest is regarded as the optimal PID controller parameter. Otherwise, go to step 2[11,12]. 
B. Performance Indices 

A performance index is a quantitative measure of the performance of the system. A system is considered an optimal control system when the system parameters are adjusted so that the index reaches an extreme value, commonly a minimum value [12]. A suitable performance index is the integral of the square of the error, ISE, which is defined as 

4 

B. Particle Swarm Optimization 
1) PSO Parameters 

Weight / Inertia of the system - 0.5. Acceleration constants, C and C2-1.5. Swarm population - 100. 
Dimension of the search-space - 3 (Kp. Ki, Ka) 

ISE = Je(t)*dt 

ISE is more suitable to minimize initial large amount of errors. The squared error is mathematically more convenient for analytical and computational purposes. Another readily instrumented performance criterion is the integral of the absolute magnitude of the error, IAE,which is 

2) Calculation offittness function A set of good control parameters P, I and D can yielu good step response that will result in performance crite minimization in the time domain. These performane criteria in the time domain include the overshoot, riSe settling time, and steady-state error. Therefore, performance criterion is defined as follows 

written as: 

he 1AE Jetku 
min xnbing w(K) = (1-e"*) (M, +E-)+e 

This index is particularly useful for computer simulation studies. To reduce the contribution of the large initial error to the value of the performance integral, as well as to emphasize errors occurring later in response, the integral of time multiplied by absolute error, ITAE has been proposed, which is defined as: (10) Where K is [P, 1, D], and ß is the weightening factot performance criterion W (K) can satisfy the a requirement using the 
factor weightening value.weightening factor is chosen as 1 in this applica tion. 
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and good steady state performance with minimum overshoot and least error, optimization baned PS0-PID controller is a 
better choice. The major impact of P$O is on integral square error and peak overahoot. Both are minimized hy PSO-PID controller. In future the same problem can be solved by adopting other evolutionary algorithms like ant colony algorithm, hacteria foreaging algorithm ete [15|. 

itness function is reciprocal of the performance 
The 
criterion, in the other words: 

WK 

3) Robustness of PSO Algorithm 
heck the robustness of PSO:PI) controller, values of 

PID controller i8 caleulated fOr different iterations and 

conclude 
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